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Abstract

This thesis explores the characteristics and methodologies of semi-
automatic approaches for the evaluation of knowledge graphs (KGs).
KGs play a vital role in organizing complex information, and their
evaluation is crucial for ensuring accuracy and consistency, especially
in fields such as artificial intelligence, decision support systems, and
search engines. While fully automated KG evaluation methods exist,
human intervention is often necessary to identify errors that machines
might miss. This study reviews literature from 2010 to 2020, focusing
on hybrid intelligence approaches that combine human expertise with
automated processes, often referred to as human-in-the-loop methods.
The research identifies trends, similarities, and limitations in existing
semi-automatic KG evaluation methods and highlights the importance
of integrating AI systems with human oversight to improve efficiency,
reduce costs, and enhance accuracy. The findings provide insights into
the current landscape of semi-automatic knowledge graph evaluation
and offer a foundation for future research in this evolving field.
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1 Introduction
A Knowledge Graph (KG) is a tool used to represent complex information
in a clear and connected way. It has gained significant attention recently,
especially with the growing interest in artificial intelligence (AI) and its ap-
plications in search engines and decision-making systems. A KG is typically
built on top of an ontology, which serves as its foundation. An ontology is a
structured schema that defines the types, properties, and interrelationships
of entities at a conceptual level, organizing this information into "triples."
These triples are simple statements that connect two entities (such as "Dog"
and "Human") through a relationship (like "is pet of") as depicted in Figure
1. When these triples are combined in a graph format, with entities as nodes
and relationships as edges, they form the structure of a KG [15].

Ontologies play a crucial role in KGs because they provide the underlying
organization and semantics. They not only structure how entities and rela-
tionships are represented, but also help make data more accessible, easier to
integrate, and more interpretable for tasks like data analysis and information
discovery [22], [24].

Figure 1: Example of a triple: "Dog" linked to "Human" by "is Pet of".

As these semantic resources are needed in many intelligent applications
and research fields, it is of importance to ensure the correctness of these
resources to avoid the failure of the applications they enable. While numer-
ous automated methods for verifying KGs exist, certain flaws can only be
detected through human intervention [12]. Those errors are typically found
and corrected by domain experts. Despite the high accuracy achieved by ex-
pert evaluations, they are associated with significant costs and time require-
ments [13]. To address this challenge, semi-automatic approaches leveraging
"Hybrid Intelligence" (HI) [16, 3] have emerged. These methods combine
human intelligence with automated processes, aiming to maintain high accu-
racy in defect identification while minimizing evaluation time and costs. HI
seeks to achieve goals that were previously unattainable by either humans or
machines alone and for both to be able to improve over time.

Human Evaluation of Semantic Resources (HESR) is a critical area of
study within the field of semantic technology, focusing on the involvement
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of human judgment in the evaluation of semantic resources. Despite signifi-
cant advancements, several challenges and gaps persist in the theoretical and
practical understanding of HESR.

Sabou et al. in [21], investigated and assessed the state-of-the-art re-
search relevant to HESR, this paper aims to address and extend the existing
knowledge base and contribute to the existing literature review. Sabou et al.
achieved a comprehensive understanding of the theoretical aspects of HESR,
identified best practices and trends in human-involved semantic resource eval-
uation. However, semi-automatic approaches have not been investigated in
depth according to their specific characteristics.

This thesis is a continuation of the larger literature review conducted by
Sabou et al. in [21]. The goal of this thesis is to give a systematic overview
of the current situation of semi-automatic approaches, relying on HI, for the
evaluation of semantic resources such as ontologies and KGs. This thesis
is guided by the following research question:"What are the characteristics
of current semi-automatic knowledge graph evaluation approaches?". This
question aims to address the current status quo by reviewing the existing
literature on KG evaluation and identifying the different approaches currently
in use. To achieve this, papers published between 2013 and 2020 were read
and the relevant information was extracted. Furthermore similarities, trends
and limitations are outlined. The current semi-automatic KG evaluation
approaches are compared and a comprehensive overview is provided. The
results of this study will be valuable to related researches in gaining a better
and deeper understanding on the matter of semi-automatic evaluation of
semantic resources.

The remainder of the thesis is structured as follows :

• Chapter 2: Background and Related Work - In Chapter 2 we introduce
the foundations of the research domain and discuss related work.

• Chapter 3: Review of Literature - In Chapter 3 we show the extraction
of the selected literature.

• Chapter 4: Discussion - Based on the extraction in the previous chap-
ter, Chapter 4 discusses the ongoing trends.

• Chapter 5: Conclusion - In Chapter 5 we conclude the thesis.
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2 Background and Related Work
We first provide an overview of KG evaluation approaches, then we describe
HI workflows, focusing on team design patterns (TDP). Notable research has
been done on the semi-automatic knowledge graph evaluation field and this
chapter aims to give an overview.

2.1 Human in the Loop method

Human-in-the-loop (HITL) methods integrate human judgment and exper-
tise into automated processes to improve decision-making, accuracy and
adaptability in various tasks. These approaches balance the strengths of
machine learning and artificial intelligence with human participation, en-
suring better outcomes, especially in complex scenarios where automation
alone may fall short [23]. HITL methods are widely used in fields such as
data annotation, model training, and quality control, where human inter-
vention can enhance the precision of automated systems. One prominent
HITL method is crowdsourcing, which offers a crucial advantage be using
the collective intelligence of a distributed workforce to perform tasks that
are often simple yet essential. In knowledge graph evaluation, crowdsourcing
offers a semi-automated solution by breaking down the evaluation process
into manageable tasks, such as verifying entity relationships, identifying er-
rors, classifying entities, and assessing the overall coherence and completeness
of the graph [1, 26]. By involving large numbers of contributors, crowdsourc-
ing increases accuracy and scalability, offering a cost-effective alternative to
traditional methods [2, 4]. This method engages a diverse group of people,
often from online communities, to complete simple tasks without requiring
subject matter expertise. To distribute tasks to a broader audience, complex
processes can be divided into micro-tasks, allowing for parallel task comple-
tion and more efficient solutions. Crowdsourcing platforms, such as Amazon
Mechanical Turk, are commonly used for tasks like image recognition, data
entry, and surveys [9, 14, 10, 8]. Expert crowdsourcing, involving individuals
with domain-specific knowledge, can lead to higher-quality outcomes, more
efficient solutions, and reduced performance variation, but are more costly
[13].

2.2 Knowledge Graph Evaluation Approaches

There are various approaches to evaluating knowledge graphs, each offer-
ing unique methods for measuring their accuracy and performance. In this
section, we aim to present exemplary methods to introduce the topic and
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provide insights into effective evaluation strategies. In [19], the authors pro-
pose an interactive knowledge graph accuracy evaluation framework, which
considers information extraction, as well as entity linking, at the same time,
while also introducing a human-machine collaborative mechanism that lever-
ages the data processing power of computers and the correctness verification
skills of humans. Experimental validation on real and synthetic knowledge
graphs underscores the potential of their approach [19].The framework for
evaluating KG accuracy, aims to minimize the total cost of sampling and hu-
man annotation, while ensuring statistical guarantees for accuracy estimates.
By leveraging both the strengths of human and computer, the system pro-
posed interleaves triple sampling and human annotation, with the machine
continuously performing pre-computation during human annotations. Fig-
ure 2 shows the described accuracy evaluation framework. Inference graphs
are constructed by integrating triples, entity linking results, and dependency
rules, enabling accurate estimates with minimal sampling. An optimization
problem is formalized to determine the optimal order of annotating triples
and linkings. By utilizing feedback from annotators, the system reduces over-
all time costs by overlapping machine computation and human annotation
time. Accuracy estimates with statistical guarantees are produced after each
round of annotation[19].

Figure 2: How the accuracy evaluation framework functions by Qi at al. in
[19]

Yang et al. discusses in [27] a new approach to automated compliance
checking in the construction industry. They proposed a methodology for
semi-automatic construction design code knowledge graph, which includes
four parts: interpretation, reconstruction, organization and implementation.
The paper emphasizes the role of domain experts in dividing "original clause
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text" into "semantic blocks," the fundamental units of constraint represen-
tation. This suggests a human-in-the-loop approach where experts leverage
their knowledge to structure the raw code information, which likely guides
the machine learning process. They concluded that a domain expert, who in-
tervenes at the end of the semantic interpretation and knowledge reconstruc-
tion processes, is needed to review, refine, or correct the machine-generated
interpretations and annotations[27].

Acosta et al. used the DBpedia dataset in [1] to conduct research on
crowdsourcing mechanisms to evaluate the quality of Linked Data (LD). For
their work and tests with the crowdsourcing mechanism, which specifically
is intended to control human computation algorithms, by dividing complex
tasks into series of easier tasks[1]. They concluded that crowdsourcing the act
of detecting errors of LD in DBpedia is reasonable. While lay workers showed
satisfactory precision in detecting certain issues, domain experts excelled in
detecting more advanced errors, such as ’object value’ or ’datatype’ issues
[1]. The complementary proficiencies of those two methodologies showcased
is mentioned. These results could be foundational for future research in LD
quality assessment using human computation.

2.3 Hybrid (Human-AI) Intelligence Workflows

The papers by Zoelen et al.[11] and van Stijn et al. [25] both focus on the
concept of Team Design Patterns and their potential applications in Hybrid
Intelligence (HI) systems. A TDP is the combination of text and pictorial
language to describe possible solutions to recurring design problems. Both
research efforts acknowledge the importance of human-AI collaboration and
aim to optimize the interaction between human agents and AI systems within
the TDP framework.

Both papers center around the concept of TDPs and their applicability to
HI systems. They recognize the potential of TDPs in enhancing the design
and development of these systems.

2.3.1 Hybrid intelligent systems

The paper by van Zoelen et al. addresses the lack of structured ways of speci-
fying design solutions for HI systems and the absence of best practices shared
across application domains. They applied this approach to three concrete HI
use cases and successfully extracted team design patterns that are generalize-
able, providing reusable design components across various domains.

11



The first pattern, "AI Advisor and Human Performer" depicted in Figure
3, positions the AI as a strategic advisor, augmenting the human’s decision-
making process. In this pattern, the AI analyzes the task, explores various
options, and presents a set of well-reasoned recommendations to the human
decision-maker. The human expert then evaluates the AI’s insights and ul-
timately makes the final call. This approach is particularly valuable when
high-level human judgment and domain expertise are critical to the decision-
making process, or when reducing the human’s cognitive load and freeing
them to focus on the most strategic aspects of the task is desired. In the sec-

Figure 3: TDP by van Zoelen et al. in [11]: AI Advisor and Human Per-
former. Figure in squares represents the AI and figure in circular represents
the human.

ond pattern, "AI Performer and Human Assistant" depicted in Figure 4, the
AI is the primary actor, doing the bulk of the tasks. Mostly used, when the
tasks are well defined, repetitive or require rapid processing of large datasets.
The human expert remains on standby, ready to provide assistance when the
AI encounters edge cases, needs help navigating ambiguity, or requires ethi-
cal oversight. In this pattern, the AI takes the lead in performing the task,
leveraging its computational power and specialized capabilities. The human
expert, however, maintains an active role, monitoring the AI’s performance
and stepping in when necessary. This collaborative approach allows the AI
to handle the bulk of the work while the human provides guidance, oversight,
and intervention when the AI faces challenges or uncertainties. The human’s
expertise is particularly valuable in situations where ethical considerations or
complex decision-making is required, ensuring the AI’s actions align with de-
sired outcomes and organizational policies. The third pattern, "AI Performer
and Human Validator" shown in Figure 5, focuses on ensuring the quality
and reliability of the AI’s output.The AI performs the task, but its results
are then reviewed by a human expert to ensure accuracy, completeness, and
alignment with desired outcomes. This is particularly relevant when accu-
racy is paramount, or when building trust in the AI’s output is essential.
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Figure 4: TDP by van Zoelen et al. in [11]: AI Performer and Human
Assistant

Figure 5: TDP by van Zoelen et al. in [11]: AI Performer and Human
Validator

2.3.2 Moral support systems

The paper by van Stijn et al. addresses the need for ethical decision-making
in medical HI systems, particularly in the context of increasing automation
in the healthcare sector. The authors propose the use of TDPs to describe
successful and reusable configurations of design problems where decisions
have a moral component. They developed TDPs describing sets of solutions
for a specific design problem in a medical HI system. A survey was created to
assess the usability of the patterns with regards to their understand-ability,
effectiveness, and generalize-ability.

The first pattern, "Human Moral Decision-Maker" shown in Figure 6,
has the AI positioned as a consultant. It analyzes the situation and offers
recommendations, the human maintains complete control and decides on the
final action. If the human thinks that the suggestion is wrong, the machine
will stop its task and the model can be changed according to the humans
decision.
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Figure 6: TDP by van Stijn et al. in [25]: The Human Moral Decision Maker

In the second pattern, "Coactive Moral Decision Maker" depicted in 7,
the AI takes the lead in executing the task, while the human provides over-
sight and assistance when needed. The AI is programmed to recognize its
limitations and will flag any uncertainties or complexities for human inter-
vention. This pattern excels at automating routine tasks, freeing human
experts for more nuanced challenges.

Figure 7: TDP by van Stijn et al. in [25]: Coactive Moral Decision Maker

The third pattern, "The Suggesting Machine" in Figure 8, is designed to
mitigate bias in HI systems. The machine focuses on suggesting TDP that
can help address potential biases. The machine decides whether a change is
necessary and suggests the human different options to cancel the bias. The
human reviews the suggestions and picks the method to change the model.

Figure 8: TDP by van Stijn et al. in [25]: Suggesting Machine
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Van Zoelen and van Stijn both share the conclusion, that TDPs are use-
ful methods to describe solutions to design problems within HI systems that
involve moral decision-making. They emphasize the effectiveness of TDPs in
communication amongst multidisciplinary teams and identified TDPs as a
useful instrument for human-AI collaboration with a strong emphasis on the
adaptability and re-usability of design patterns. The papers differ in their
scope and approach. Zoelen et al. concentrate on developing and evaluat-
ing a methodology for creating TDPs; in contrast, van Stijn et al. apply
TDPs to address moral decision-making in a specific case study involving
bias mitigation in a healthcare system, employing the Scenario-Based Elici-
tation methodology and incorporating value-sensitive design principles. Con-
sequently, while both papers explore TDPs within the context of HI, Zoelen
et al. provide a broader framework for TDP development, while van Stijn et
al. offer a more focused application in the realm of ethical decision-making.
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3 REVIEW OF LITERATURE
Out of the bigger previous literature review [21], 13/100 papers have been
identified as describing a semi-automatic approach and have been thus se-
lected for an in-depth literature review in this thesis. The selected papers
are listed in Table 1.

Table 1: Papers, which have been selected to extract information. The left
column shows the reference number in this thesis. The right column shows
the title of the publication.

Reference
Number Publication Title

[4] Large-scale linked data integration using probabilistic reasoning and
crowdsourcing

[20] The BBC World Service Archive Prototype

[7] Combining information extraction and human computing for crowd-
sourced knowledge acquisition

[17] Exploiting users’ feedbacks: Towards a task-based evaluation of applica-
tion ontologies throughout their lifecycle

[2] KATARA: A Data Cleaning System Powered by Knowledge Bases and
Crowdsourcing

[8] Refining Automatically Extracted Knowledge Bases Using Crowdsourc-
ing

[10] Use of Ontology Structure and Bayesian Models to Aid the Crowdsourc-
ing of ICD-11 Sanctioning Rules

[14] Kgeval: Accuracy estimation of automatically constructed knowledge
graphs

[1] Detecting Linked Data quality issues via crowdsourcing: A DBpedia
study

[9] OC-2-KB: integrating crowdsourcing into an obesity and cancer knowl-
edge base curation system

[5] Efficient Knowledge Graph Accuracy Evaluation

[18] You are Missing a Concept! Enhancing Ontology-Based Data Access
with Evolving Ontologies

[19] Evaluating Knowledge Graph Accuracy Powered by Optimized Human-
machine Collaboration

To find similarities and differences amongst the papers, 6 characteritics
of the semi-automatic eval. approaches have been identified and categorise.
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Concretely, details on the following characteristics were extracted:

• Human Task - What the human task was and how the task helped to
achieve each papers’ goals.

• Human Role - The role in the semi-automatic workflow.

• Human-in-the-loop method - Weather or not human labor (crowd-
sourcing) was used to achieve the results.

• AI Task - How the AI contributed to the end results.

• AI Role - Here, the tasks are categorized into concepts, which describe
the task done by the AI.

• AI Type - Throughout the papers, the AI has different tasks, which are
done by specific AI types. Those are separated and will be classified.

The number of extracted roles and tasks will be more than the amount
of articles due to the fact, that the human or the AI often have more than
one task or role.

3.1 Human Task

The role of humans varied across the studies: while some gave the human
just one specific task, others had bigger workloads, which were separated into
more smaller ones. This is the reason why the total amount of tasks exceeds
the number of papers. Figure 9 shows the distribution of the 3 tasks "Data
Evaluation", "True/false labeling" and "Improvement".

Out of the 13 papers, 10 papers had the human do true/false labeling,
which includes the validation of semantic resources such as triples and beliefs.
In [20, 7, 2, 8, 14, 1, 9, 19], the human checks the correctness of the extrac-
tions made by the AI, encompassing tasks such as confirming the accuracy
of proposed data repairs [2], refining KB entries [19] and verifying triples and
entity linkages by reviewing source texts, like extracted information or sug-
gested changes - ensuring the integrity of the data and guiding subsequent
actions [2, 9, 8, 19]. In contrast, [10, 5] validate the correctness of decisions
made by other humans, e.g. through crowdworkers (CW).

Data Evaluation is performed in 5 papers. It is used for when the human
generates and processes data [4, 5, 17, 18, 19], does instance matching [4] or
annotations of extracted information.

The task improvement, seen in 7 papers, involves assessing the effec-
tiveness of changes, enhancing the completeness and quality of the KG. In
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semi-automatic KG evaluation, the system is partly automated, yet human
intervention is required at some stages [20, 7, 17, 2, 1, 9].

Figure 9: Distribution of papers describing Human tasks

3.2 Human Role

The human’s role is multifaceted - they serve as domain experts, provid-
ing valuable insights and knowledge to assess the validity and relevance of
captured information[6]. Humans furthermore can manually curate and cor-
rect errors in the KG, which ensures overall quality and reliability. For the
information extraction, the role of the human has been categorized in "Vali-
dation Performer", "Validation Reviewer" and "Curator", as seen in Figure
10. The validation performer (seen in 8 publications) checks automatically
or manually extracted triples by themselves[4, 20, 17, 10, 14, 1, 5, 18]. Noted
in 8 papers, the validation reviewer focuses on verifying outputs, which were
generated by AI systems, ensuring alignment with human judgement and do-
main expertise [7, 2, 8, 9, 19]. In [18, 4, 20], the human was also tasked with
performing, as well as reviewing, hence the iteration. By doing validation
work errors can be detected and feedback to improve the AI’s performance
can be given. The role of a curator was present in 4 publications. Here, the
human refines and builds models, adds annotations, which will be used to
train the AI[20, 1, 9, 19].
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Figure 10: The Human roles amongst the 13 papers out of [21]

3.3 Human-in-the-loop method

It is notable that 10 out of 13 papers (Figure11) were using the Human-in-
the-loop (HITL) method. With the HITL-method, humans remain actively
involved in the tasks, done by AI-systems, including decision-making pro-
cesses or guiding the AI-systems.

Figure 11: Distribution of papers describing crowdsourcing

3.4 AI Task

AI systems perform a wide array of tasks across domains such as information
extraction, ontology management, and KB construction, enabling automa-
tion, accuracy, and curation of information from structured and unstructured
data. The tasks have been grouped into "Extraction", "Entity Matching",
"Rule-based Anomaly detection" and "Optimization" as seen in Table 12.
Extraction had 8 instances [4, 20, 7, 2, 8, 1, 9, 14] due to the broad defi-
nition base. The term was used to describe KG construction, information
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extraction and entity extraction. Validation work and inferring correctness
of additional beliefs. The task entity matching, seen in 5 papers, refers to the
usage of AI when identifying and linking records from different data sources
that refer to the same real-world entity[4, 7, 9, 18, 19]. Rule based anomaly
detection, used in 7 papers, refers to using predefined rules and thresholds
to identify unusual or abnormal behavior or patterns in the system’s oper-
ations. It is used to describe tasks like consistency checking, reasoning and
selection of annotations [19, 18, 5, 1, 14, 10, 17]. The optimization task is
used in 3 and describes pattern discovery, cost optimization and annotation
order optimization[2, 10, 5].

Figure 12: Distribution of papers describing AI-Tasks

3.5 AI Role

The role of the AI have been defined into distinct functions like "Extractor",
"Validation Assistant", "Validation Performer" and "Optimizer", visualized
in Figure 13. For the extractor every instance has been selected, where the AI
extracts knowledge from structured or unstructured information and assists
in annotations[4, 20, 2, 8, 1, 18, 7, 9] for a total of 8 papers. The validation
assistant role, seen in 6 publications, describes AIs, which supports human
experts or crowdworkers during validation of automatically evaluated results.
It evaluates the ontology for consistency after changes suggested by the user
or the AI [17, 10, 14, 5, 18, 19]. In contrast the validation performer, noted
in 5 papers, does the validation tasks [4, 8, 9, 2, 7], where the human takes
the reviewer role, as described in 3.2. The last AI role, the optimizer, focuses
on refining the efficiency and effectiveness of the overall model. This role
appears in 6 out of 13 papers. Under this falls semantic pattern discoverer and
suggester of possible procedures [2, 5], models which improve the accuracy
of rulesets [10, 14, 18] and creation of micro tasks to support the human-in-
the-loop approach [1].
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Figure 13: Distribution of papers describing AI-Roles

3.6 AI Type

Throughout the papers, the used AI did not differ a lot. The types can gen-
erally be classified into symbolic and subsymbolic AI as pictured in figure
14. The subsymbolic AI relies on data driven approaches, often focusing
on patterns and statistical correlations rather than explicitly defined rules.
Under this category fall machine learning (ML), natural language process-
ing (NLP), probabilistic/statistical AI. ML is used for automated extraction
of knowledge and fact correctness[8], automated tagging and integrate con-
firmed knowledge into the databases [4, 20], generating micro tasks and inte-
grating data into automated process [1] and detecting relations and classifica-
tion tasks within a KB [9, 19]. NLP is used for entity recognition and linking
processes [4] and extracting information/relationships from literature [7, 9].
Probabilistic/statistical AI utilize probability models or statistical models to
evaluate and integrate data [4, 5]. The symbolic AI used in [18, 17, 2] acts
as a logical reasoner and performs validation checks.
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Figure 14: Distribution of papers describing AI-Types: the outer ring show
the distribution of subsymbolic and symbolic AI; the inner ring shows the
different types.
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4 DISCUSSION
The semi-automatic approach to evaluating and refining KGs relies on a
synergy between AI and human input, often in the form of crowdsourcing.
This method is able to use the efficiency and scalability of AI to handle large
datasets, while relying on humans for tasks requiring judgment and expertise
beyond the AI’s capabilities. As demonstrated in the 13 studies in Table 1, a
consistent pattern of combining human and machine can be seen to improve
data quality and achieve cost-efficient scalability.

4.1 Crowdsourcing, the dominant HITL approach

One noticeable and recurring trend in the literature is the reliance on crowd-
sourcing for HITL evaluation tasks. Crowdsourcing can be applied at scale
on various tasks such as fact verification, error detection, and refinement of
AI-generated outputs to a large number of non-expert human workers. Hu-
man workers play a crucial role in validating and refining the output of AI
systems, especially at tasks, where contextual understanding or subjective
judgment is needed. The preference for using crowdsourcing allows systems
to manage large datasets without overburdening a small group of expert an-
notators. This makes crowdsourcing especially appealing for semi-automatic
approaches, where the goal is often to process data at scale, leveraging hu-
mans to handle cases of ambiguity or uncertainty that AI cannot resolve
itself. Furthermore, as AI systems become more and more advanced, the
crowdsourcing tasks become increasingly focused on higher-level judgment
and curation of the AI rather than simple data validation. This was notice-
able as the papers published later were using the crowdworkers (CW) output
to train the AI.

4.2 Cyclical human-AI interaction

Another common pattern was the cyclical nature between AI and human
evaluators. Many studies started with AI processing or extracting infor-
mation, followed by human validation and then returns back to the AI for
refinement based on the input given by the human work. This allows AI
systems to continuously improve the accuracy based on learning from human
input, which in return enhances the KGs quality.
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4.3 AI to reduce human workload

A key advantage of semi-automatic approaches is the way AI systems reduce
the cognitive load on human workers, while also reducing costs. AI allows
human contributors to focus on tasks that require more nuanced judgment,
such as validating complex relationships or identifying subtle inconsisten-
cies in data, by automating the extraction and processing of large datasets.
Furthermore, recent studies have highlighted that task flows beginning with
AI-led error identification, followed by human review and ending with AI con-
firmation or updating, not only reduce the burden on CWs but also minimize
redundancy and increase overall efficiency. In contrast, workflows that in-
volve CWs in early stages, without prior AI pre-processing, have been shown
to increase both costs and time without significantly improving outcomes.
This refined task design showcases the growing emphasis on intelligent col-
laboration between AI and human workers to maximize efficiency and reduce
manual curation, reflecting an important shift toward sustainable, scalable
HITL systems.
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5 CONCLUSIONS
This thesis addressed the problem of evaluating knowledge graphs, which are
crucial for organizing complex information, but often require human interven-
tion for accurate validations. The primary research question was: "What are
the characteristics of current semi-automatic knowledge graph evaluation ap-
proaches?". The research aimed to systematically review existing literature
on hybrid intelligence systems and their application in knowledge graph eval-
uation, focusing on integrating human expertise with automated processes.
The methodology involved a comprehensive literature review of studies pub-
lished between 2010 and 2020, extracting data on semi-automatic evaluation
approaches and analyzing the role of both AI systems and human-in-the-loop
methods. Key tasks, roles, and interactions in human-AI workflows were
categorized and compared to identify trends and limitations. In conclusion,
this thesis provides an overview of semi-automatic methods, which combine
the strengths of automated AI systems with human expertise. Particularly
through HITL approaches, the accuracy and efficiency of KG evaluations can
be significantly improved. The cyclical interaction between humans and AI,
where machines handle large-scale data processing and humans refine am-
biguous or complex cases, ensures a cost-effective and scalable solution. This
hybrid approach not only reduces the time and cost associated with manual
evaluations but also enhances the quality of knowledge graphs by leverag-
ing both computational power and human judgment. The reviewed papers
exemplify the trend towards more collaboration and integration between AI
and humans. Future research should explore more refined frameworks for op-
timizing this collaboration, focusing on minimizing redundancy and further
improving the scalability of knowledge graph evaluation systems.
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